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A B S T R A C T

In investigation of an active magnetic regenerator (AMR) cycle operating at room temperatures, 1D models
have been extensively used to accurately computing its performance metrics. However, extending these models
to simulate an AMR cycle at cryogenic temperatures introduces inherent complexities and challenges. The
broad temperature span and low operating temperatures required for cryogenic applications, such as hydrogen
liquefaction, lead to significant density variations of the working fluid within the AMR that cannot be
overlooked. In this work, two 1D AMR models assuming a compressible working fluid operating at cryogenic
temperatures are demonstrated which address the large density variations and the numerical stiffness of
the equations. The models exhibit good agreement with experimental and 2D numerical results of an AMR
configuration designed for hydrogen liquefaction. A comparative study is conducted between the developed
models and an incompressible AMR model at cryogenic temperatures shows that the incompressible model
predicts cooling powers that are higher by a factor of up to 10 at high values of utilization, highlighting the
error of assuming an incompressible fluid on estimating the performance metrics.
1. Introduction

For the wider adoption of hydrogen as a viable alternative to fossil
fuels, its liquefaction is the main driver that necessitates optimization
and minimization of its overall cost (Restelli et al., 2024). Commonly
used refrigeration technologies for liquefying hydrogen (LH2), such
as the Linde–Hampson, Claude, and Collins cycles, are widely used
in industrial applications due to their established methodologies and
reliability (Ghorbani et al., 2023). However, these processes are no-
tably energy-intensive, with specific energy consumption (SEC) ranging
approximately from 10.8 to 13.8 kWh/kgLH2 (Ghorbani et al., 2023;
Zhang et al., 2023a). Although there is some SEC improvement via
the use of mixed refrigerants, the latter poses questions regarding
their environmental impact, especially once these technologies scale
up. Furthermore, even with current improvements, these refrigeration
technologies are far from meeting the efficiency targets set by entities
such as the US Department of Energy, which aims for a SEC of 6
kWh/kgLH2 (Zhang et al., 2023a). This gap between theoretical and
commercial efficiency highlights a significant area for improvement.
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E-mail address: thedi@dtu.dk (T. Diamantopoulos).

Current large-scale liquefaction plants, even those with advanced de-
signs (SEC of ∼8 kWh/kgLH2), struggle with inefficiencies and high
operational expenditures (OPEX), further emphasizing the need for
technological advancements in this field. Furthermore, small-scale ex-
isting liquefaction plants suffer from higher SEC (>12 kWh/kgLH2)
and their adoption is restricted because of higher capital expenditures
(CAPEX).

In the pursuit of enhanced hydrogen liquefaction efficiency and
economic viability, recent research has focused on the application of
magnetic refrigeration (MR) technologies. Active Magnetic Regenera-
tion (AMR) stands as a pivotal refrigeration technology that employs
magnetocaloric materials (MCMs), an externally applied magnetic field,
and a working fluid to drive a Brayton-like refrigeration cycle (Ki-
tanovski et al., 2016; Kitanovski, 2020; Gómez et al., 2013). MCMs
are magnetic materials that exhibit a change in temperature when
subjected to an external magnetic field (Smith et al., 2012). This tem-
perature change of the MCM can be amplified by employing a working
fluid via a regenerative process in the active magnetic regeneration
cycle.
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AMR offers several advantages over conventional liquefaction tech-
nologies. AMR is not only competitive in terms of energy consumption
and exergy efficiency (Ansarinasab et al., 2023) but also a more
cost-effective and manageable solution with its inherently simpler
design (Zhang et al., 2023a). Furthermore, AMR can be utilized as
a pre-cooling stage (Ansarinasab et al., 2023) or an intermediate
stage (Kamiya et al., 2022; Park and Jeong, 2017; Adapa et al.,
2024) within a refrigeration cycle, enhancing the theoretical efficiency
and reducing the SEC of the liquefaction cycle. Most importantly,
MR reduces the environmental impact associated with mixed refrig-
erant liquefaction cycles, making them a more sustainable option for
large-scale hydrogen production.

Traditionally, the AMR process has been applied in room-
temperature magnetic refrigeration (Eriksen et al., 2015, 2016;
Gottschall et al., 2018; Waske et al., 2018; Capovilla et al., 2016).
However, recent attention in the field has moved towards cryogenic
temperatures (Numazawa et al., 2014; Barclay et al., 2019; Taskaev
et al., 2020; Archipley et al., 2022; Teyber et al., 2019; Tang et al.,
2022; Zhang et al., 2023b; Liu et al., 2024). For instance, a recent
study demonstrated the AMR’s capability to liquefy small amounts of
hydrogen, marking a significant stride in the green transition (Kamiya
et al., 2022). Nevertheless, to ensure efficient AMR devices for
hydrogen liquefaction, optimization is essential, which necessitates
accurate models that specifically capture the underlying physics of
AMR devices, especially in the cryogenic temperature range.

A common approach to modeling active magnetic regenerator
(AMR) devices is the use of 1D models. These models allow for easier
exploration of the parameter space due to their computational speed,
thereby facilitating the identification of optimal configurations and
operating ranges for the targeted AMR device. In the room temperature
range, various 1D models have been formulated for AMR devices in
different applications (Silva et al., 2021; Nakashima et al., 2022). Most
models assume non-thermal equilibrium between the magnetocaloric
material (MCM) and the working fluid (Engelbrecht, 2008; Matsumoto
et al., 2011; Park et al., 2015), although models that assume local
thermal equilibrium have also been developed (Rowe, 2012).

At room operating temperatures, the commonly used working fluid
is an incompressible fluid, most often water (Eriksen et al., 2015, 2016).
This choice significantly simplifies the modeling of the AMR device.
Firstly, the continuity equation for the mass conservation of the fluid
is inherently satisfied. Secondly, the momentum equation is simplified
as the balance between the pressure gradient and the adopted drag
force model. Therefore, the AMR model condenses into coupled time-
dependent thermal energy equations of the working fluid and the solid
matrix (Lei et al., 2017).

However, at cryogenic temperatures, such as in hydrogen liquefac-
tion within a temperature range approximately from liquid nitrogen
temperature of 77 K to hydrogen liquefaction at 20 K, i.e., a temper-
ature span of 𝛥𝑇𝑠 = 57K across the AMR, a compressible gas such
as helium is often utilized (Park and Jeong, 2017). The choice of
helium as the working fluid in conjunction with cryogenic temperatures
fundamentally alters the required modeling approach. This is illustrated
by the observation that within this temperature range, under constant
operational pressure across the regenerator, the density of the helium
working fluid undergoes a four-fold increase from the hot to the cold
end as it is shown in Fig. 1. Such a large density difference will
eventually drive non-uniform velocity fields across the regenerator
which will affect the overall temperature distribution of the regenerator
and thus the calculated overall performance metrics of the modeled
device. Hence, to accurately compute these metrics the spatiotemporal
evolution of all the fluid field variables needs to be captured by the
model. Consequently, one has to adhere to solving the fully non-linear
compressible equations which describe the fluid motion and energetics
within the porous MCM.

The cryogenic AMR device model involves forced convection of an

oscillating compressible fluid in a porous medium. In this context, the
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Fig. 1. Ratio of the density of the fluid at the cold, 𝜌𝑐 , and hot, 𝜌ℎ, reservoirs of
n ideal gas at constant pressure as a function of the hot reservoir temperature 𝑇ℎ,

for different temperature spans 𝛥𝑇𝑠. The range of values of 𝑇ℎ span from cryogenic,
ncountered in hydrogen liquefaction, to room temperature applications (Bell et al.,
014).

nsteady flow necessitates accounting for time-dependent equations.
dditionally, as previously stated, operating at cryogenic temperatures

ntroduces significant density changes in the working fluid, precluding
he use of approximations such as according to Boussinesq (Kundu
t al., 2015). Lastly, the flow within a porous medium indicates that
he fluid flow velocities are small in magnitude compared to its speed
f sound, i.e., low Mach number flow (<10−2), which introduces
tiffness when numerically integrating the compressible Navier–Stokes
quations in time.

While 2D AMR models for hydrogen liquefaction, which consider
he compressibility and unsteadiness of the flow, have previously been
tilized (Zheng et al., 2023), their application is limited due to exten-
ive computational costs. Therefore, for exploring the parameter space
n designing AMR devices at cryogenic temperatures, 1D AMR models
emain the most computationally efficient approach. Although 1D AMR
odels have been used to simulate hydrogen liquefaction (Smaïli et al.,
011; Feng et al., 2020), they either do not account for the full
nsteadiness of the fluid variables (i.e., velocity) or assume a constant
eference density throughout the AMR cycle. For room temperature
peration the latter assumption is justified and validated against ex-
erimental results (Burdyny and Rowe, 2013); however, at cryogenic
emperature ranges, the density difference of the fluid among the
egenerator is more substantial, as discussed earlier. Consequently, this
ensity variation has to be taken into account by the numerical AMR
odel.

This work introduces two 1D AMR models using a compressible
orking fluid, which solve the volume-averaged compressible Navier–
tokes equations. These models extend the AMR model initially de-
eloped by Engelbrecht (2008), Lei et al. (2017) to cryogenic tem-
erature ranges, and they inherently consider flow unsteadiness and
arge density variations. The arising stiffness is addressed by either
dopting an implicit-explicit (IMEX) time integration scheme (Boscheri
nd Pareschi, 2021) or a pressure-correction scheme (Knikker, 2011)
f the asymptotically expanded compressible Navier–Stokes equations
or low-Mach number (LMN) flows (Müller, 1998).

The paper’s structure is as follows: Section 2 delineates the gov-
rning equations, Section 3 details the two models, their discretiza-
ion, and the implementation of the cycle’s boundary conditions. Sec-
ion 4 presents how metrics, which assess the performance and cyclic-
onvergence, are computed. Validation against previously published
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experimental and numerical results is conducted in Section 5. Sec-
tion 6 compares the performance metrics for a cryogenic test-case
between the developed compressible solver and the incompressible
solver by Engelbrecht (2008). Finally, concluding remarks are provided
in Section 7.

2. Governing equations of the AMR

The equations that describe the flow of a compressible fluid within
the solid matrix, i.e., regenerator, are the compressible Navier–Stokes
equations under the Darcy–Forchheimer equation. The compressible
Navier–Stokes equations for a flow within a porous medium are de-
rived through a volume-averaged approach. For more details regarding
the volume-averaged compressible Navier–Stokes equations and their
derivation, the reader is referred to the work of Li et al. (2020), Mößner
and Radespiel (2015), Jarauta et al. (2020). The continuity equation
in conservative form, which describes the conservation of mass of the
working fluid within the regenerator, is given by Bejan (2013)

𝜕
(

𝜀𝜌𝑓
)

𝜕𝑡
+ ∇ ⋅

(

𝜌𝑓𝒖
)

= 0 (1)

where 𝜌𝑓 is the density of the fluid, 𝜀 is the porosity, and 𝒖 is the
superficial or Darcy velocity (Nield et al., 2006). This velocity is the
volume-average velocity computed within a volume that includes both
the solid and fluid phases. In general, fluid properties are denoted
with the subscript 𝑓 , while 𝑠 denotes the properties of the solid. Note
that all the fluid flow field variables along with the solid temperature
are intrinsic volume-averaged quantities. Regarding the conservation
of the fluid’s momentum, under the assumption of a Darcian fluid
flow, the viscous stresses within the momentum and consequently
their contribution in the energy equation are omitted (Costa, 2006).
Thus, the momentum equation within the porous region, expressed
through the superficial velocity and under the assumption of uniform
porosity throughout the solid matrix, is given by Teng and Zhao (2000),
Rochette and Clain (2005), Nield (2007)

1
𝜀
𝜕
(

𝜌𝑓𝒖
)

𝜕𝑡
+ 1

𝜀2
∇ ⋅

(

𝜌𝑓𝒖⊗ 𝒖
)

= −∇𝑝 − 𝑭 𝒅 (2)

where the convective term is shown here for completeness, but is not
taken into account within the numerical model (Nield et al., 2006;
Trevizoli and Barbosa, 2017; Liu and Vasilyev, 2007). 𝑭 𝒅 denotes the
drag force exerted by the solid porous medium on the fluid (Barletta,
2015; Mößner and Radespiel, 2015). Note that various correlations can
be used depending on the geometry of the solid matrix to approximate
the overall effect of the drag force (Lei et al., 2017). For the purposes
of this study 𝑭 𝒅 is computed under the Darcy–Forchheimer relation for

packed bed filled with spheres of uniform diameter,

𝒅 =
𝜇
𝐾
𝒖 +

𝑐𝑓 𝜌𝑓
√

𝐾
|𝒖|𝒖 (3)

where 𝐾 = 𝜀3𝑑2𝑝∕180(1 − 𝜀)2 is the permeability, 𝑐𝑓 = 1.8∕
√

180𝜀3∕2

s a dimensionless drag constant (Nield et al., 2006), both derived
o satisfy Ergun’s relation under the Darcy–Forchheimer relation (Ka-
iany, 2012; Macdonald et al., 1979). Lastly, 𝑑𝑝 is the uniform diameter
f the spheres within the packed bed. Notice the absolute value of
he velocity in the quadratic term, since the flow within the context
f an AMR device is not unidirectional but oscillates during an AMR
ycle (Nield et al., 2006). It is a common practice for the nonlinear
orchheimer term to be included in the porous medium model for
lows with 𝑅𝑒 > 10 (Nield et al., 2006) which are encountered in the
perational range of AMR applications (Lei et al., 2017; Engelbrecht,
008; Trevizoli and Barbosa, 2017). The pressure 𝑝 = 𝑝(𝑥, 𝑡) in the
omentum equation is the sum of the spatially uniform reference
ressure 𝑝0(𝑡) (Paolucci, 1982) and a pressure perturbation 𝑝1(𝒙, 𝑡),
.e., 𝑝(𝒙, 𝑡) = 𝑝0(𝑡) + 𝑝1(𝒙, 𝑡). The uniform pressure 𝑝0 is already known
nd set by the operational parameters of the device. Now, the total
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nergy equation for a compressible fluid in conservative form (Li et al.,
020) is given by

𝜕
(

𝜌𝑓𝐸
)

𝜕𝑡
+∇ ⋅

(

𝒖𝜌𝑓ℎ
)

+ 1
𝜀2

∇ ⋅
(

𝒖𝜌𝑓
𝑢2

2

)

= ∇ ⋅
(

𝑘eff
𝑓 ∇𝑇𝑓

)

−ℎ𝑐𝑎𝑠
(

𝑇𝑓 − 𝑇𝑠
)

(4)

here 𝐸 is the total energy of the fluid, i.e., the sum of the internal
nd kinetic energy, ℎ is the enthalpy of the fluid, 𝑘eff

𝑓 is the effective
hermal conductivity of the fluid due to axial dispersion, ℎ𝑐 is the
eat transfer coefficient, 𝑎𝑠 is the specific surface area, and 𝑇𝑓 , 𝑇𝑠
re the temperatures of the fluid and solid, respectively. Notice that
he pressure work term (Bird et al., 2002) encountered in the case of
ompressible fluid flow is included through the enthalpy flux term of
he total energy equation, and for the case of an incompressible fluid,
his would have been omitted via the solenoidal velocity field.

The thermal equation of the fluid used in the context of a low-
ach number flow, i.e., following an asymptotic expansion with re-

pect to the Mach number (𝑀𝑎), and subsequently volume-averaged to
ccommodate for a porous media flow, is Nield (2007):

𝑓 𝑐𝑝

(

𝜀
𝜕𝑇𝑓
𝜕𝑡

+ 𝒖 ⋅ ∇𝑇𝑓

)

= ∇⋅
(

𝑘eff
𝑓 ∇𝑇𝑓

)

−ℎ𝑐𝑎𝑠
(

𝑇𝑓 − 𝑇𝑠
)

+𝑭 𝒅 ⋅𝒖+𝜀
𝜕𝑝0
𝜕𝑡

(5)

where the second to last term on the left-hand side is the viscous dissi-
pation. In this work 𝑝0 is a constant, and thus its temporal derivative is
zero. Lastly, the thermal equation for the solid magnetocaloric material
is the same as the one used in incompressible 1D AMR models (Engel-
brecht, 2008) and is given by

(1 − 𝜀) 𝜌𝑠

(

𝑐𝐻
𝜕𝑇𝑠
𝜕𝑡

+ 𝑇𝑠

(

𝜕𝑠𝑠
𝜕𝐻

)

𝑇𝑠

𝜕𝐻
𝜕𝑡

)

= ∇ ⋅
(

𝑘eff
𝑠 ∇𝑇𝑠

)

+ ℎ𝑐𝑎𝑠
(

𝑇𝑓 − 𝑇𝑠
)

(6)

here 𝜌𝑠 is the density of the solid, 𝑐𝐻 is the specific heat capacity of
he MCM, 𝑠𝑠 is the specific entropy, 𝑘eff

𝑠 is the axial effective thermal
onductivity of the solid and 𝐻 is the applied magnetic field, which
an be modified to include demagnetization effects. The inclusion
f irreversibilities due to hysteresis is omitted since this study only
onsiders second-order materials. In both the energy equations of the
wo phases, the heat conduction term, as well as the convection term,
merge from closure of the volume-averaged equations (Kaviany, 2012;
eGroot and Straatman, 2011).

Regarding the fluid flow correlations, the effective thermal conduc-
ivity of the fluid for a porous medium filled with spherical particles
an be found in Engelbrecht (2008), Kaviany (2012). For the solid,
he effective static thermal conductivity 𝑘eff

𝑠 is calculated using the
orrelations given by Hadley (1986). The Nusselt number correlation
or a packed sphere bed porous medium, from which the heat transfer
oefficient ℎ𝑐 is computed, can be found in Lei et al. (2017). Other
orrelations used in 1D AMR modeling studies for various geometries
f the solid matrix including a packed-bed can be found in Lei et al.
2017).

. Discretization of the two models

Given the significantly low velocities of the working fluid within the
orous medium compared to its speed of sound, indicating a low-Mach
umber flow, a considerable challenge arises regarding the numerical
tability of the developed solver. Firstly, for such small velocities
ncountered within a packed bed, the pressure evolves very rapidly,
ntroducing stiffness to the discretized equations. Secondly, due to the
arge temperature gradient across the regenerator, one cannot adhere
o widely used stiffly-stable schemes for incompressible flows such as
hose discussed in Kim and Moin (1985), since the density variations of
he fluid can be substantial, as discussed previously. Consequently, two
pproaches are followed to address the above challenges. One is based
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on a stiffly-stable IMEX scheme for the compressible Navier–Stokes
equations, developed by Boscheri and Pareschi (2021), which solves
a pressure wave equation derived through the total energy equation of
the fluid. The second approach is a pressure-correction scheme based on
the asymptotic expansion of the compressible Navier–Stokes equations
for low Mach number flows described in Knikker (2011).

3.1. Time integration of the IMEX scheme

The IMEX scheme is broken down into three consecutive parts: (1)
the explicit integration of the continuity equation, (2) the implicit solve
of a pressure-based equation, and (3) the explicit integration of the
momentum equation using the newly computed pressure. This study
is the first time a stiffly-stable IMEX scheme is used for simulating
compressible flow within an active magnetic regeneration cycle. The
goal of the AMR model is to approximate the steady-state behavior of
the AMR cycle and derive useful design insights; thus, using the most
accurate time discretization for the explicit parts of the IMEX scheme
is not a priority.

The explicit Euler method is used for the semi-discretization of
Eq. (1) as

𝜀
𝜌𝑛+1𝑓 − 𝜌𝑛𝑓

𝛥𝑡
+ ∇ ⋅

(

𝜌𝑓𝒖
)𝑛 = 0 (7)

where 𝑛 + 1 and 𝑛 are the indexes which correspond to the values of
the new and the previous time-step respectively.

Similarly, the momentum equation is discretized in time. At this
point of the IMEX scheme the

(

𝜌𝑓 𝑢
)𝑛+1 term is given as a function of

the pressure gradient term ∇𝑝𝑛+1 at the new time-step as

1
𝜀

(

𝜌𝑓𝒖
)𝑛+1 −

(

𝜌𝑓𝒖
)𝑛

𝛥𝑡
= −∇𝑝𝑛+1 − 𝑭 𝑛

𝒅 (8)

By expressing the kinetic energy of the total energy 𝐸𝑛+1 and the
nthalpy flux in a semi-implicit discretization the semi-discrete total
nergy equation takes the following form

𝜀
𝛥𝑡

(

(

𝜌𝑓 𝑒
)𝑛+1 +

(

𝜌𝑓𝐮
)𝑛

2𝜀2𝜌𝑛𝑓
⋅
(

𝜌𝑓𝐮
)𝑛+1 − (𝜌𝐸)𝑛

)

+ ∇ ⋅
(

ℎ
(

𝜌𝑓𝐮
)𝑛+1

)

+ 1
𝜀2

∇ ⋅
(

𝒖𝜌𝑓
𝑢2

2

)𝑛

= ∇ ⋅
(

𝑘eff
𝑓 ∇𝑇 𝑛+1

𝑓

)

− ℎ𝑐𝑎𝑠
(

𝑇 𝑛+1
𝑓 − 𝑇 𝑛+1

𝑠

)

(9)

here 𝜌𝑓 𝑒 = 𝑝∕(𝛾−1) and 𝑇𝑓 = 𝑝∕(𝑅𝜌𝑓 ) are obtained from the equation
f state (EOS) for an ideal gas, with 𝑒 being the specific internal
nergy, 𝛾 the specific heat capacity ratio, and 𝑅 is the gas constant.
ote that the pressure in the EOS in the IMEX scheme is the total
ressure, i.e., the sum of the constant reference and spatially variable
ressure. The thermophysical properties of the working fluid, namely
he specific heat capacity ratio 𝛾, viscosity 𝜇, and thermal conductivity
𝑓 , are functions of temperature and pressure and are evaluated using
oolProp (Bell et al., 2014). At each timestep, these properties are
omputed for the pressure and temperature of the fluid, which are equal
o those at the previous timestep. Then, by combining the EOS and
q. (8), the elliptic equation for the pressure is derived as

1
𝛾 − 1

+ 𝛥𝑡
𝜀

ℎ𝑐𝑎𝑠
𝑅𝜌𝑛+1𝑓

)

𝑝𝑛+1 − 𝛥𝑡

(

𝜌𝑓𝒖
)𝑛

2𝜀𝜌𝑛𝑓
⋅ ∇𝑝𝑛+1 − 𝛥𝑡2∇ ⋅

(

ℎ𝑛∇𝑝𝑛+1
)

−𝛥𝑡
𝜀
∇ ⋅

(

𝑘eff
𝑓 ∇

(

𝑝
𝑅𝜌𝑓

)𝑛+1
)

− 𝛥𝑡
𝜀
ℎ𝑐𝑎𝑠𝑇

𝑛+1
𝑠 =

(

𝜌𝑓𝐸
)∗ −

(

𝜌𝑓𝒖
)𝑛

2𝜀2𝜌𝑛𝑓

(

𝜌𝑓𝒖
)∗ − 𝛥𝑡

𝜀
∇ ⋅

(

ℎ𝑛
(

𝜌𝑓𝒖
)∗
)

(10)

here ℎ stands for the specific enthalpy. Lastly, the
(

𝜌𝑓𝐸
)∗ and

(

𝜌𝑓𝒖
)∗

emporary variables are given by the following explicit expressions
(

𝜌𝑓𝐸
)∗ =

(

𝜌𝑓𝐸
)𝑛 − 𝛥𝑡∇ ⋅

(

𝒖𝜌𝑓
𝑢2

)𝑛
(11)
𝜀3 2
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(

𝜌𝑓𝒖
)∗ =

(

𝜌𝑓𝒖
)𝑛 − 𝜀𝛥𝑡𝑭 𝑛

𝒅 (12)

Following a semi-implicit Euler method for Eq. (6) the semi-discrete
thermal equation for the MCM takes the following form:
(

(1 − 𝜀)
𝛥𝑡

𝜌𝑠𝑐
𝑛
𝐻 + (1 − 𝜀) 𝜌𝑠

(

𝜕𝑠𝑠
𝜕𝐻

)

𝑇 𝑛
𝑠

( 𝜕𝐻
𝜕𝑡

)𝑛+1
+ ℎ𝑐𝑎𝑠

)

𝑇 𝑛+1
𝑠

− ∇ ⋅
(

𝑘eff
𝑠 ∇𝑇 𝑛+1

𝑠
)

− ℎ𝑐𝑎𝑠

(

𝑝𝑛+1

𝑅𝜌𝑛+1𝑓

)

=
(1 − 𝜀)
𝛥𝑡

𝜌𝑠𝑐
𝑛
𝐻𝑇 𝑛

𝑠

(13)

Note that both Eqs. (10) and (13) are coupled through the convection
source term. Consequently, the fluid pressure and solid temperature
are simultaneously solved using a direct solver. Subsequently, the fluid
temperature 𝑇𝑓 is calculated using the equation of state (EOS). For the
case of a packed bed solid matrix as presented in this work, the non-
linear Darcy–Forchheimer relation Eq. (3) is treated semi-implicitly for
the computation of the velocity at the new time-step 𝑛 + 1. Therefore
𝐮𝑛+1 is computed as
(

𝜌𝑛+1𝑓 + 𝜀𝛥𝑡

(

𝜇
𝐾

+
𝑐𝑓 𝜌𝑛𝑓
√

𝐾
|𝐮𝑛|

))

𝐮𝑛+1 =
(

𝜌𝑓𝐮
)𝑛 − 𝜀𝛥𝑡∇𝑝𝑛+1 (14)

3.2. Time integration of the LMN scheme

The integration in time of the LMN scheme bears similarities with
the IMEX scheme. A uniform-Mach number method (Knikker, 2011)
is adopted for its conservation properties in tandem with a pressure-
correction method for computing the velocity field with the latter
involving the numerical solution of a non-uniform coefficient Poisson
equation for the pressure. First, the continuity equation is explicitly
treated as shown in Eq. (7) for computing 𝜌𝑛+1𝑓 . Second, the fluid
temperature is computed from the EOS

𝑇 𝑛+1
𝑓 =

𝑝0
𝑅𝜌𝑛+1𝑓

(15)

where 𝑝0, as previously stated, is the constant reference pressure of
the AMR. Note that in the IMEX scheme 𝑇 𝑛+1

𝑓 is also computed by
virtue of the EOS, albeit also including the spatially variable 𝑝1 pressure
contribution. The thermal equation for the solid matrix is integrated in
time as shown in Eq. (13) with the only difference being on the explicit
treatment of the convective term, namely
(

(1 − 𝜀)
𝛥𝑡

𝜌𝑠𝑐
𝑛
𝐻 + (1 − 𝜀) 𝜌𝑠

(

𝜕𝑠𝑠
𝜕𝐻

)

𝑇 𝑛
𝑠

( 𝜕𝐻
𝜕𝑡

)𝑛+1
)

𝑇 𝑛+1
𝑠

− ∇ ⋅
(

𝑘eff
𝑠 ∇𝑇 𝑛+1

𝑠
)

=
(1 − 𝜀)
𝛥𝑡

𝜌𝑠𝑐
𝑛
𝐻𝑇 𝑛

𝑠 − ℎ𝑐𝑎𝑠
(

𝑇 𝑛
𝑓 − 𝑇 𝑛

𝑠

)

(16)

The velocity at the new time step 𝒖𝑛+1 is computed by first introducing
an intermediate velocity 𝒖∗, which is not to be confused with the
temporary variable in Eq. (12). This intermediate velocity is computed
by explicitly integrating the momentum equation Eq. (2) and treating
the drag force Eq. (3) semi-implicitly
(

𝜌𝑛+1𝑓 + 𝜀𝛥𝑡

(

𝜇
𝐾

+
𝑐𝑓 𝜌𝑛𝑓
√

𝐾
|𝐮𝑛|

))

𝐮∗ =
(

𝜌𝑓𝐮
)𝑛 − 𝜀𝛥𝑡∇𝑝𝑛 (17)

and is subsequently corrected to give the velocity 𝒖𝑛+1

𝒖𝑛+1 = 𝒖∗ − 𝜀𝛥𝑡
𝜌𝑛+1𝑓

∇𝑝′ (18)

where 𝑝′ is the pressure correction defined as 𝑝′ = 𝑝𝑛+1 −𝑝𝑛. Taking the
ivergence of Eq. (18) leads to a variable coefficient pressure-Poisson
quation with Dirichlet boundary conditions:

⋅

(

1
𝜌𝑛+1𝑓

∇𝑝′
)

= 1
𝜀𝛥𝑡

(

∇ ⋅ 𝒖∗ − ∇ ⋅ 𝒖𝑛+1
)

(19)

During the flow stages, the Dirichlet boundary conditions are computed
in a similar vein as for the IMEX scheme (see Section 3.4), using
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the same root-finding technique and convergence criteria as given
for evaluating the boundary conditions of 𝑝𝑛+1. The second term of
the right-hand side of the pressure Poisson equation is derived by
combining the EOS, Eq. (15), the continuity , Eq. (1), and the thermal
energy equation for the fluid, Eq. (5), as

∇ ⋅ 𝒖𝑛+1 = 𝛾 − 1
𝛾𝑝0

(

∇ ⋅
(

𝑘eff
𝑓 ∇𝑇 𝑛+1

𝑓

)

− ℎ𝑐𝑎𝑠
(

𝑇 𝑛+1
𝑓 − 𝑇 𝑛+1

𝑠

)

+ 𝑭 𝑛
𝒅 ⋅ 𝒖𝑛

)

(20)

where 𝑭 𝑛
𝒅 is the drag force (see Eq. (3)) exerted on a fluid of density

𝜌𝑛𝑓 with a velocity of 𝒖𝑛.

3.3. Spatial discretization

The differential operators of the semidiscrete equations shown
above are discretized in space using 𝑂

(

𝛥𝑥2
)

centered finite differences
both at the interior and boundary grid points. In Eq. (11), the enthalpy
flux term ∇ ⋅ (ℎ∇𝑝) and the left-hand-side of Eq. (19) are discretized
sing second-order Lagrange interpolants as demonstrated in Boscheri
nd Pareschi (2021). Concerning the continuity, Eq. (7), the numerical
lux term is discretized using a Rusanov-type Riemann solver also
emonstrated in Ref. Boscheri and Pareschi (2021). Throughout this
ork, the spatial resolution for both models is kept the same for

onsistency across the test cases, following a respective convergence
nalysis. The chosen resolution of 480 spatial mesh points ensures that
he relative convergence error is smaller than the tolerance required to
chieve a cyclic steady state, as will be further discussed in Section 5.

.4. Boundary conditions

Adiabatic boundaries are assumed for the solid matrix at the reser-
oirs throughout the AMR cycle; homogeneous Neumann boundary
onditions are applied to Eq. (6) (Trevizoli and Barbosa, 2017). The
oundary conditions for the fluid variables differ depending on the
tage of the AMR cycle. For the velocity, only initial conditions are
pplied since the convective term of Eq. (2) is omitted.

During the two flow stages of the AMR cycle, only the temperatures
f each reservoir and the targeted mass flow rate 𝑚̇𝑡 are known. Never-

theless, pressure is implicitly coupled to the mass flow rate. Therefore,
the pressure boundary, i.e., the pressure perturbation 𝑝1, is unknown in
he upstream reservoir, and consequently, the density of the fluid at the
oundary needs to be specified so that the mass flow rate, 𝑚̇𝑛, equals
he target mass flow rate. Once the upstream pressure is known at the
eservoir, a Dirichlet boundary condition is applied for the density by
irtue of the equation of state, and a homogeneous Neumann boundary
ondition is applied to the opposite reservoir.

During the magnetization/demagnetization stages, the pressure at
he reservoirs is equal to the reference pressure, and the boundary
onditions for the density are homogeneous Neumann for both reser-
oirs. Note that throughout the cycle, the temperature of the fluid is
omputed using the equation of state. More details on the computation
f the pressure boundary condition are presented in the following
ection.

.4.1. Pressure boundary conditions during flow stages
The secant method is adopted to calculate the pressure boundary

ondition in the upstream reservoir, ensuring that the mass flow rate
𝑚̇𝑛 at that reservoir is approximately equal, up to a certain tolerance,
𝑚, to the target mass flow rate. Denoting 𝑘 as the step within the root-
inding loop, the new estimate of the pressure boundary value 𝑝𝑘+1𝐷 is
omputed as:

𝑘+1
𝐷 = 𝑝𝑘𝐷 −

(

𝑝𝑘𝐷 − 𝑝𝑘−1𝐷
) 𝑚̇𝑘

𝑛 − 𝑚̇𝑡

𝑚̇𝑘
𝑛 − 𝑚̇𝑘−1

𝑛
(21)

ote that the convergence of the secant method accelerates as the AMR
ycle approaches its steady-state operation. A schematic of the IMEX
cheme as well as the secant method iteration is shown in Fig. 2. The
luid/solid kernel of the IMEX model in Fig. 2 can be replaced with the
espective kernel of the LMN model, i.e.,Eq.(15) to (19).
 m
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Fig. 2. Flow chart of the root-finding technique for the pressure boundary condition
during the flow stages of the AMR. The flow chart includes the IMEX scheme for the
discretization in time. The root-finding loop for a given time-step converges when the
absolute difference between the targeted mass flow 𝑚̇𝑡 and the numerically computed
one, 𝑚̇𝑛, is below a prescribed tolerance 𝜖𝑚. Note that the temperature profile of the
fluid 𝑇𝑓 is computed using the equation of state (EOS).

4. Cycle convergence and performance metrics

The convergence criterion for the AMR cycle to have achieved
periodicity, i.e., cyclic steady-state operation, is based on the work
of Engelbrecht (2008). Specifically, denoting 𝑈𝑓 as the internal energy
of the fluid entrained within the regenerator under the assumptions
of uniform porosity and cross-sectional area, 𝐴𝑐 , it is given by the
following expression

𝑈𝑓 (𝑡) = 𝜀𝐴𝑐 ∫

𝐿

0
𝜌𝑓 𝑐𝑣𝑇𝑓 𝑑𝑥 (22)

here 𝐿 is the length of the regenerator, and 𝑐𝑣 = 𝑐𝑣(𝑝, 𝑇𝑓 ) is the
isochoric specific heat capacity of the working fluid. In a similar vein,
the MCM’s total energy is computed as

𝑈𝑠(𝑡) = (1 − 𝜀)𝐴𝑐 ∫

𝐿

0
𝑐𝐻𝑇𝑠 𝑑𝑥. (23)

where 𝑐𝐻 = 𝑐𝐻 (𝑠𝑠, 𝑇𝑠,𝐻) The convergence criterion for the periodic
operation of the AMR device is computed from the following expression

|𝑈𝑓 (𝜏) − 𝑈𝑓 (0)| − |𝑈𝑠(𝜏) − 𝑈𝑠(0)|
max(𝑈𝑓 + 𝑈𝑠) − min(𝑈𝑓 + 𝑈𝑠)

< 𝜖𝑐 (24)

here 𝜏 is the period of the AMR cycle, 𝜖𝑐 is the prescribed tolerance,
nd max(𝑈𝑓 + 𝑈𝑠) and min(𝑈𝑓 + 𝑈𝑠) correspond to the maximum and
inimum energy of the fluid and MCM, respectively, during the AMR

ycle.
To quantify the performance of the AMR, the commonly used
etrics also employed here are the cycle-average cooling, 𝑃𝑐 , and heat
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Table 1
Material properties for the two materials in the two-layer AMR and their uncertainties,
obtained via a non-linear least-squares fit of the MFT model to the experimental data.
𝑇𝐶𝑢𝑟𝑖𝑒 denotes the Curie temperature, 𝑔𝑗 is the Landé factor, 𝐽 represents the total
angular momentum, 𝜃𝐷 stands for the Debye temperature, 𝑁𝑠 refers to the number of
pins per unit mass, 𝑀 indicates the molar mass and 𝛾𝑒 is the Sommerfeld constant.
Material GdNi2 Dy0.85Er0.25Al2
𝑇𝐶𝑢𝑟𝑖𝑒 [K] 77.78 ± 0.58 55.35 ± 1.04
𝑔𝑗 [-] 2.30 ± 0.18 3.49 ± 1.12
𝐽 [-] 2.69 ± 0.31 4.12 ± 1.83
𝜃𝐷 [K] 304.7 ± 7.6 221.1 ± 19
𝑁𝑠 [1024 kg−1] 2.44 ± 0.1 1.88 ± 0.2
M [kg/mol] 0.13 ± 0.008 0.46 ± 0.17
𝛾𝑒 [J/kgK2] 0.82 ± 0.09 1.6 ± 0.16

rejection power, 𝑃ℎ, which are defined as

𝑃𝑐 =
1
𝜏 ∫

𝜏

0
|𝑚̇ℎ𝑐 |

(

ℎ(𝑇𝑐 , 𝑝𝑟𝑒𝑓 ) − ℎ(𝑇𝑓 , 𝑝)𝑥=𝐿
)

𝑑𝑡

𝑃ℎ = 1
𝜏 ∫

𝜏

0
|𝑚̇𝑐ℎ|

(

ℎ(𝑇𝑓 , 𝑝)𝑥=0 − ℎ(𝑇ℎ, 𝑝𝑟𝑒𝑓 )
)

𝑑𝑡
(25)

here 𝑚̇ℎ𝑐 is the mass flow rate after demagnetization, i.e., flow from
he hot to the cold reservoir, 𝑚̇𝑐ℎ is the mass flow rate in the opposite
irection, and ℎ is the specific enthalpy and 𝑝𝑟𝑒𝑓 is the pressure of the
wo reservoirs. 𝑇𝑐 and 𝑇ℎ correspond to the constant temperatures of
he cold and hot reservoirs, respectively. Note that in this study, the
ot reservoir is located at 𝑥 = 0, and the cold reservoir is at 𝑥 = 𝐿.
rom Eq. (25), COP is defined as:

OP =
𝑃𝑐

𝑃ℎ − 𝑃𝑐
(26)

5. Validation

This section validates the 1D AMR models presented in this study
for compressible fluids. We consider the case of a AMR operating
at cryogenic temperatures and employing helium gas as the working
fluid. The validation benchmark is derived from the experimental
work conducted by Park and Jeong (2017), which has also previously
been used to validate numerical AMR models (Zheng et al., 2023).
Following the methodology of Zheng et al. (2023), only the first stage
of the AMR device is modeled. The material properties of the magne-
tocaloric materials used by Park and Jeong (2017), specifically GdNi2
and Dy0.85Er0.25Al2 alloys, are known from literature (Gschneidner
et al., 1997; Zimm et al., 1991). However, to ensure material data is
available at all fields and temperatures and to have a fully consistent
material data set, the Mean-Field-Theory (MFT) model was fitted to
the experimental material properties by performing a non-linear least
squares fit. The MFT is extensively used to model second order mate-
rials for a range of AMR temperatures (Bjørk and Engelbrecht, 2011;
Matsumoto et al., 2011; Aprea et al., 2012). More details regarding the
underlying theory of the model can be found in Smith et al. (2012).
Subsequently, after the validation study, the computed MFT-parameters
are utilized to generate the magnetocaloric properties of these alloys
under different applied magnetic fields compared to those used in
the original experimental data. We assume that the internal magnetic
field is equal to the applied magnetic field, i.e., demagnetization ef-
fects are ignored. Fig. 3 shows an example of the fitted properties
for Dy0.85Er0.25Al2. The Mean-Field-Theory (MFT) parameters for both
alloys are detailed in Table 1 and the resulting properties for the
applied magnetic fields of interest are shown in Fig. 3.

The parameters used for modeling the AMR device are as follows:
the device’s length is set at 𝐿 = 120mm with a cylindrical packed bed
having a diameter of 𝐷 = 21.6mm. The first layer of the packed bed is
filled with GdNi2 up to a height of 48mm, and the remaining packed
bed contains Dy0.85Er0.25Al2. The spherical particles are assumed to
ave a uniform diameter of 𝑑𝑝 = 500 μm and a uniform porosity of

𝜀 = 0.5.
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The first layer of MCM is taken to have the density of Gd, 𝜌𝑠 =
7901 kg/m3 (Wilthan et al., 2017), and a thermal conductivity of 𝑘𝑠 =
5W/m K (Watanabe et al., 2021). For the second layer, the ther-
mophysical properties of Dy are used, i.e. density 𝜌𝑠 = 8551 kg/m3

(Wilthan et al., 2017) and thermal conductivity 𝑘𝑠 = 11W/m K (Ho
et al., 1972). Here we take the reference pressure to be 𝑝𝑟𝑒𝑓 = 5 bar,

hich, while falling within the reported pressure range for the He
eservoirs (Park and Jeong, 2017), might vary depending on the mag-
itude of the mass flow rate. We note that the density of the working
luid, 𝜌𝑓 , is not constant throughout the AMR, as will also be discussed
ubsequently.

The magnetization and mass flow rate profiles used in Park and
eong (2017), Zheng et al. (2023) for a period of the AMR cycle,
= 20 s, are shown in Fig. 4. The applied magnetic field is assumed

o be uniform across the regenerator, reaching a maximum value of
T. As can be seen from the figure, the mass flow rate is discontinuous
t the start/end of each blow period. Therefore, during the beginning
f the two flow stages the mass flow rate is gradually increased via
he use of Hermite interpolants to avoid any jump discontinuities of
he velocity field. The maximum amplitude of the mass flow rate is
etermined based on the total mass, i.e. the shuttle mass, of the working
luid flowing through the regenerator during each flow stage of the
MR cycle. Specifically, it is set to either 1.1 g or 2.8 g as per the
xperimental results (Park and Jeong, 2017). Additionally, the total
umber of equispaced grid points remains constant at 𝑁𝑥 = 480. The
ime-step value is set equal to 7.27 × 10−4 s and 2.85 × 10−4 s for the
.1 g and 2.8 g shuttle masses respectively. The tolerance for the cyclical
teady-state operation of the AMR is set at 𝜖𝑐 = 10−3, and the tolerance
or the targeted mass flow rate is set at 𝜖𝑚 = 10−8 (cf. Fig. 2).

.1. Comparison of the 1D models with experimental and 2D numerical
ata

Fig. 5 shows the cooling power, 𝑃𝑐 , of the AMR setup discussed
n the previous section, plotted against the temperature of the cold
eservoir 𝑇𝑐 , while maintaining the temperature of the hot reservoir 𝑇ℎ
t a constant 77K. Two shuttle mass values are considered. Also shown
re the 𝑃𝑐 values obtained from the numerical results of Zheng et al.
2023) and the experimental data of Park and Jeong (2017).

The models presented in this work demonstrate close agreement
ith both previous numerical and experimental results. Differences

n the computed 𝑃𝑐 among the two 1D models are attributed to the
mplicit or explicit treatment of the coupling heat convection term
nd the variations in time integration schemes, such as the projection
f the velocity field. In general, the results from both 1D models
re consistent with each other and display a similar trend. Regarding
he comparison between the 2D numerical and experimental data,
pecifically for a shuttle mass of 2.8 g, the 1D models closely align
ith the numerical results of Zheng et al. (2023). The larger devi-
tions observed in the 1D models for the smaller shuttle mass 1.1 g
ompared to both numerical and experimental results warrant further
nvestigation. Uncertainties in the operational pressure and potentially
mbiguous boundary conditions used in the AMR cycles of Zheng et al.
2023) could be contributing factors. With regards to the discrepancy
o experimental results these can be attributed to assumptions made
hen employing the 1D AMR model. These assumptions include the
bsence of heat losses, uniform porosities and particle size, demagneti-
ation, material properties generated by the MFT, and differences in the
tructure of the mass flow rate profiles compared to the experimental
rofiles of Park and Jeong (2017). Despite these assumptions in the 1D
odels presented here, their efficacy in capturing the performance of

n AMR device at cryogenic temperatures using a compressible working
luid is validated.
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Fig. 3. Adiabatic temperature and specific heat capacity for different applied magnetic fields for the first (a-b), GdNi2, and second (c-d), Dy0.85Er0.25Al2, layer of the AMR device
in Park and Jeong (2017). The values are generated via the MFT model for the parameters given in Table 1.
t
c

Fig. 4. Applied magnetic field (black) and mass flow rate profile (green) within an
AMR cycle for the benchmark test-case of Park and Jeong (2017). The amplitude
of the mass flow rate shown in this figure is computed for the mass of He to be
flowing through during each fluid stage to be equal to 1.1 g. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

6. A cryogenic test-case: Comparing the compressible and incom-
pressible models

It is important to explore the differences between the compressible
1D AMR models presented in this work and the previous incompressible
1D AMR model upon which this new model is based (Lei et al., 2015,
2016). This investigation will highlight the use cases for which the
incompressible model cannot be correctly applied. Here, we assess the
impact of the incompressibility constraint at cryogenic temperatures on
the estimation of the cooling power within the designed AMR cycle, a
critical factor influencing the production of liquid hydrogen.

We consider a test case for hydrogen liquefaction where the mag-
netic cooling device consists of a single-layer packed bed of spherical
particles, detailed subsequently, and the magnetic field is generated by
a superconducting magnet. For the latter, we assume a 19 T magnitude
applied field, which follows a Gaussian profile with the peak at 100 cm
nd a standard deviation of

√

19. This field profile is chosen to allow
or easy reproduction of this work, and the profile is shown in Fig. 6.
he regenerator’s motion, occurring from left to right during magneti-
ation and in the opposite direction during demagnetization, results in
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the cold side experiencing the maximum applied field instantaneously
twice within each cycle. This occurs as it passes the center maximum
field value twice, as illustrated in Fig. 6. Thus, the applied field is not
homogeneous across the AMR. The mass flow rate profile has the same
structure as the one shown in Fig. 4 for all the examined mass flow rate
amplitudes.

Although many MCMs have demonstrated a large magnetocaloric
effect at cryogenic temperatures (Bykov et al., 2024), the purpose
of this study is to showcase the impact of assumptions made in the
fluid part of the AMR model, which are independent of the choice
of MCM. For this purpose, a single layer of Dy0.85Er0.25Al2 is used,
with fixed hot and cold reservoir temperatures set at 𝑇ℎ = 61K and
𝑇𝑐 = 51K, respectively. Magnetic properties are derived using the
parameters fitted through the MFT model, as presented in Table 1. The
thermophysical properties are consistent with those previously reported
in Section 5.

The cylindrical packed-bed is assumed to have dimensions 𝐿 =
25 cm in length and 𝐷 = 15 cm in diameter. Both the porosity 𝜀 and
the diameter of the spherical particles 𝑑𝑝 correspond to those used in
Section 5. The operating pressure of the AMR cycle is set to 15 bar. The
operating frequency is 0.05 Hz, and the individual AMR flow periods
and magnetization/demagnetization steps are 7 and 3 s, respectively.
All simulations were conducted with a resolution of 𝑁𝑥 = 480 grid
points and a time step 𝛥𝑡 calculated as

𝛥𝑡 = CFL 𝛥𝑥
𝑢ℎ∕𝜀

= CFL
𝛥𝑥𝜀𝐴𝑐𝜌ℎ
max(𝑚̇)

(27)

where CFL = 0.8 denotes the Courant–Friedrichs–Lewy number (Kundu
et al., 2015) for both the IMEX and LMN solver. Additionally, 𝑢ℎ is
he maximum superficial velocity entering the AMR during the hot-to-
old stage of the cycle, where 𝜌ℎ denotes the density of the fluid at the

reference pressure and temperature of the hot reservoir.
For the incompressible solver, the thermophysical properties of

helium are set to be constant and equal to the average temperature of
the two reservoirs at the reference pressure. Furthermore, the density of
helium is also set to be constant and computed again from the reference
pressure and the average temperature of the two reservoirs through
the EOS. The computed cooling power for the described temperature

span for both the compressible and incompressible models is shown
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Fig. 5. Cooling power of the AMR setup of Park and Jeong (2017) as a function of temperature of the cold reservoir 𝑇𝑐 . The temperature of the hot reservoir is kept constant to
𝑇ℎ = 77K. Results are shown for two values of shuttle mass and compared to the experimental data of Park and Jeong (2017) and the numerical results of Zheng et al. (2023).
Fig. 6. Top: Spatial structure of the applied magnetic field (black) with a maximum amplitude of 19T. The vertical lines indicate the locations of the hot (red) and cold (blue)
reservoirs relative to the applied magnetic field. The dashed lines correspond to the location of the regenerator when the maximum magnetic field is applied while the solid lines
correspond to the location of the regenerator during the demagnetization stage of the cycle. Bottom: Applied magnetic field profiles at the magnetization step at different axial
locations of the regenerator, derived from the profile shown at the top of this figure. The cycle time is 𝜏 = 20 s. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
in Fig. 7. As observed from the figure, at low mass flow rates, both
compressible and incompressible solvers yield nearly identical cooling
powers. However, as the mass flow rate increases, the compressible
models reach their peak cooling power at significantly lower flow rates
than the incompressible model. As depicted in Fig. 8, for larger mass
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flow rates, during the two flow stages of the AMR, the density of
helium within the porous bed is close and even equal to either the
hot reservoir (for the hot-to-cold flow stage of the AMR cycle) or the
cold reservoir (for the opposite flow direction). Therefore, the thermal
mass that each reservoir encounters deviates greatly from the average
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Fig. 7. Cooling power as a function of mass flow rate for the compressible 1D solvers
presented in this work and the incompressible 1D solver in Refs. Engelbrecht (2008),
Lei et al. (2015, 2016, 2017).

Fig. 8. Comparison of density profiles between the compressible and incompressible
solvers for a maximum mass flow rate of 75 g/s. Solid blue and red lines are the
helium density of the cold and hot reservoirs, respectively, computed at a reference
pressure of 15 bar. The dashed black line corresponds to the density value used for the
incompressible solver. Density profiles (solid lines) of the compressible IMEX solver,
and a subset of the density values of the LMN solver (solid circles), are shown at three
distinct time instances during the hot-to-cold flow stage of the AMR cycle (cf. Fig. 4),
for which the cooling power is computed (see Eq. (25)). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

density value used in the incompressible solver. This results in the
incompressible approximation overestimating not only the maximum
value of the cooling power of the AMR device but also the optimum
operating mass flow rate for this given configuration. Thus, it highlights
the importance of using a compressible model for compressible heat
transfer fluids at cryogenic temperatures.

7. Conclusions

Modeling of an AMR operating at cryogenic temperatures for hy-
drogen liquefaction necessitates the use of a compressible working
fluid. The large temperature span drives a substantial density differ-
ence of the working fluid across the regenerator, which can signif-
icantly affect the predicted metrics if this density variation is not
254 
adequately accounted for. Two 1D models of an AMR, both developed
in MATLAB (The MathWorks Inc, 2023), which take into account
the compressibility of the working fluid were presented. The fully
coupled time-dependent system of equations for the fluid is solved
using discretizations which consider the inherent stiffness of such low
Mach number flows encountered in a porous medium like the magnetic
regenerator.

Two different approaches are followed for the time integration of
the model equations. One approach involves an all-Mach numbers
IMEX scheme, which treats the continuity and momentum equations
explicitly. In this scheme, an elliptic pressure-wave equation, derived
through the total energy equation of the fluid, is solved implicitly, cou-
pled to the thermal energy equation of the solid matrix via the convec-
tion term. The second approach is based on the asymptotic expansion of
the compressible Navier–Stokes equations for low-Mach number flows,
i.e., LMN scheme. In this approach, the continuity equation is treated
explicitly, while the temperature of the fluid is computed using the
equation of state and the reference, i.e., thermodynamic pressure of
the fluid. The temperature of the solid is computed by treating the
convective coupling term explicitly. The velocity field is subsequently
evaluated by following a pressure-correction scheme. An intermediate
velocity is corrected by the computed pressure-correction term, with
the latter being computed by numerically solving a variable-coefficient
Poisson equation.

Regarding the capabilities of the two models, the IMEX-based model
is preferable for more generalized configurations within a porous
medium context due to its all-Mach number stiffly-stable scheme. This
makes it suitable for applications with smaller porosities, which induce
higher fluid-flow velocities, as well as different solid-matrix geometries
such as parallel plates. In contrast, the LMN model offers easier de-
velopment due to its foundation on an incompressible time-splitting
scheme. This facilitates the individual validation of its components and
its integration into existing CFD solvers. However, the Mach limit for
the LMN model requires further investigation in the context of porous
media and should be compared to the IMEX model specifically for
highly porous media applications. Additionally, the reference pressure
for large porosities within the AMR may affect the overall accuracy
of the method due to the substantial pressure drop within the solid
matrix. This issue, which also needs to be addressed in future work, can
potentially be corrected by including the computation of the reference
pressure per time-step, as demonstrated by Knikker (2011).

The correlations used and the drag force of the porous medium
exerted to the fluid can be adapted to allow the investigation of differ-
ent regenerator geometries. During the flow stages of the AMR cycle,
the targeted mass flow rate is implicitly enforced through the Dirichlet
boundary condition when solving the elliptic equation for the pressure
in both models. A simple non-linear root-finding technique is employed,
computing the value of the pressure at the upstream boundary in such a
way that the numerically computed mass flow rate equals the targeted
one up to a prescribed tolerance.

The compressible AMR cycle models are validated by comparing the
computed cooling power against numerical and experimental results.
The material properties data were generated using a mean-field-theory
model, and overall, the two models exhibit good agreement when
compared to the experimental data. A one-layer test case at cryogenic
temperatures is also presented. The applied magnetic field varied both
in space and in time, following a Gaussian profile. The purpose of this
benchmark was to showcase a test case that can be easily replicated
and thus used as a future validation benchmark among different AMR
models at cryogenic temperatures. Furthermore, a comparison of the
computed cooling power as a function of the targeted mass flow rate
between the developed models and an incompressible AMR model
is provided. This study demonstrates that the incompressible model
significantly overestimates the predicted cooling power and optimal
mass flow rate range under the assumption of a constant-density fluid.

This finding highlights the necessity for solvers used to model an AMR
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at cryogenic temperatures to account for the large density variations
of the working fluid. In this context, the effects of both geometric and
operational parameters need to be reconsidered and evaluated for their
impact on the predicted performance of a cryogenic AMR. Additionally,
the influence of alternative geometries beyond packed beds should be
investigated.
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